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PART I
DATA PRIVACY AND BREACH REPORTING: CONFLICTING STATE LAWS AND THE POTENTIAL FOR FEDERAL PREEMPTION
In recent months, news reports have been filled with stories about data theft, including the notorious ChoicePoint fraud, which compromised the personal records of more than 163,000 consumers, resulted in at least 800 cases of identify theft, and led to the largest civil penalty in Federal Trade Commission history.
  On January 26, 2006, the FTC announced a settlement with ChoicePoint that required the company to pay $10 million in civil penalties and $5 million in consumer redress.
  The settlement also requires ChoicePoint to “establish and maintain reasonable procedures to ensure that consumer reports are provided only to those with a permissible purpose” and to have those procedures audited every 2 years for the next 20 years.

The prevalence of such news reports suggests data theft is on the rise, but there could be another explanation:  Data theft reporting is on the rise due to new state laws requiring disclosure of security breaches.  California enacted the first state law mandating such notification, and at least twenty (20) states have followed suit.  These state laws differ in significant respects and, in some instances, may impose conflicting obligations on companies operating in multiple states.  Congress is considering several pieces of legislation that could preempt these myriad state acts, bringing uniformity to the disclosure requirements but possibly increasing the compliance burden.  Understanding the interplay of state and federal legislation in this context requires consideration of the underlying security threat that prompted California to enact the first disclosure law, the conflicting requirements of the state laws enacted in response to this threat, and the likely impact of the measures pending before Congress.

A.
The Security Threat and Disclosure Dispute
Concerns over hacking range from protecting bank account information to ensuring the security of credit card purchases, from protecting executive travel itineraries to maintaining the confidentiality of prescription drug histories--and a host of other personal information held in public and private databases.  Moreover, consumer fears of identity theft and security breaches cost web-based businesses substantial lost business opportunities.  The Gartner Group has estimated that 86 percent of American adults admit that security and privacy concerns stop them from doing business on the Internet
 and that concerns over privacy, security, and fraud have prevented consumers from utilizing the Internet for online bill payment.

Experts suggest that network intrusions have quadrupled in the past few years.
  Despite the criminal sanctions and serious consequences that attach to vandalizing websites, hacking persists with cult-like devotion.  In February 2004, 8 million credit card numbers were accessed by hackers who attacked DPI, a payment-processing company that handles transactions for VISA, MasterCard, Discover, and American Express.  Soon thereafter, hackers worked for hours in a loosely coordinated competition to win a "contest" by vandalizing Internet sites and tallying the most points.
  Aggressive law enforcement efforts directed toward hackers seemed to have little impact on the number of network intrusions.
To date, companies have wrestled with the decision whether to disclose a security breach and its potential ramifications to consumers whose private data may have been compromised by the breach.
  Advocates of disclosure argue that immediate notification of any security breach minimizes the risk of harm from the attack.  Disclosure further aids the investigation of an attack and may thwart future attacks by the same perpetrator.  Others express concern that disclosure raises a red flag for potential hackers by identifying system vulnerabilities before they can be resolved.  Disclosure may also result in consumer-initiated class action litigation
 that exposes companies to the expense of civil litigation even though no actual harm may have resulted from the security breach.

B.
California’s Exposure and Reaction to the Threat
In response to hackers gaining access to the state of California's payroll database that contained personal and financial information about the state's 265,000 employees, California adopted a law requiring companies doing business in California and state agencies to disclose publicly any computer security breaches that involve the personal information of a California resident.
  California’s disclosure law protects consumers against identity theft and credit card fraud by requiring quick disclosure of any breach in the security of a data system when the hacked information is personal and was not encrypted. 
The California disclosure law requires disclosure of any security breach to each affected resident in California—regardless of where the disclosing company is located or where the security breach occurred—whose unencrypted personal information was or is reasonably believed to have been acquired by an unauthorized person.  The Act defines "personal information" as an individual's first name or initial and last name in combination with one or more of the following "data elements," where either the name or the data element(s) is not encrypted: 
· Social Security number

· Driver's license number or California ID number

· Account number or debit or credit number in combination with any required security code, access code, or password that would permit access to a person's financial account.

The Act excludes encrypted data from its definition of personal information yet does not include a definition of what encryption means or what type of encryption is sufficient (certain methods of encryption offer only limited protection against a security breach). 
Any unauthorized acquisition of computerized data constitutes a security breach under the Act as long as it compromises the "security confidentiality" or integrity of the information. This includes more than attacks on networks by hackers.  For example, disclosure may be required in the event computer hard drives or disks that contain personal information are stolen. Several recent, highly publicized thefts of computer hard drives resulted in the disclosure of thousands of names and Social Security numbers.  Under the new law, had any of those individuals whose personal information was stolen been California residents, disclosure would have been mandatory.
Recognizing that victims of identity theft must act quickly to minimize damage, the law requires that notice be made "in the most expedient time possible" and "without unreasonable delay."  The need for speed is tempered by the requirements of law enforcement.  The California law requires that any disclosure of the security breach be "consistent with the legitimate needs of law enforcement" and with the time necessary to restore "reasonable integrity" to the affected data system.  This encourages companies to report security breaches to law enforcement while they decide whether and when to notify consumers.  

Failure to provide prompt notice may expose a company to a suit for damages.  The Act provides that consumers who have been injured by a violation of the law may bring a civil action for damages.  Claims under the Act also may be accompanied by claims of unfair business practices under state law or misrepresentation claims premised on violations of company privacy policies ensuring protection of consumer data.  Notably, ChoicePoint claimed it delayed disclosure in order to avoid impeding ongoing criminal investigations, but ultimately agreed to a $15 million settlement of the FTC claims rooted in such delayed disclosure.
C.
Other States Enact Similar But Conflicting Legislation
At least twenty states have enacted legislation similar to California SB 1386, but many of those laws differ from SB 1386 in material respects.
  For example:

· Georgia’s statute
 regulates only “information brokers” (i.e., companies that maintain personal information “for the primary purpose of furnishing personal information to nonaffiliated third parties”), but it broadly defines “personal information” to include information that if “compromised would be sufficient to perform or attempt to perform identity theft.”

· Nevada and North Carolina require notification of data theft even if the stolen data is encrypted.

· Illinois does not allow delay in notification even if the delay would aid law enforcement efforts to pursue the person who stole the information at issue.

Given the absence of a uniform act governing notice of data theft, questions such as whether, when, to whom, and in what manner security breaches must be reported may only be answered by reference to the law of each applicable state.

D.
The Compliance Conundrum
The myriad state acts described above create an interesting dilemma for multistate enterprises.
  In the unfortunate event of a security breach, should a company discretely notify only its customers who live in states with mandated disclosure?  Consumer advocates argue for full disclosure to all customers, even in the absence of an applicable state law.  What if there is an ongoing criminal investigation that prohibits disclosure in one state but a neighboring state’s law mandates disclosure?  Anticipation of such quandaries, compounded by the ever increasing number of inconsistent state statutes, has given rise to a call for uniform federal regulation.

E.
The Preemption Possibility(ies)
Whether Congress will rescue multistate enterprises from conflicting state laws remains to be seen, but there are several bills pending before Congress that could preempt state law and create uniform compliance obligations.  “Their sheer number presages the difficult questions of competing committee jurisdiction and variation in approach which the Congress must resolve if legislation is to be enacted.  In each body, at least three committees claim jurisdiction and currently are considering measures.”

Of course, the price of uniformity may be even more costly compliance requirements.  In this regard, one bill pending in Congress, the Identity Theft Protection Act, S. 1408, covers hard copy and electronic data and requires covered entities to develop effective security programs to protect the data, unlike many of the state acts.

Notably, however, S. 1408 vests the FTC and state attorneys general with enforcement power and does not create a private right of action.
  Similarly, the Personal Data Privacy and Security Act of 2005, S. 1789, creates no private right of action, instead vesting enforcement authority in the United States Attorney General and the state attorneys general.
  Thus, although these federal proposals may increase the compliance burden, they may also remove the possibility of a class action.

These distinctions render the scope of preemption critical.  Consider the following scenario:  State A’s act (which creates a private cause of action) is triggered by 500 disclosures of personal information and has no safe harbor for encrypted information; State B’s Act (which also creates a private cause of action) is triggered by 1,000 disclosures but has a safe harbor for encrypted information; and the federal act (which does not permit a private cause of action) is triggered by 10,000 disclosures but preempts only state laws that regulate the same conduct it covers.  A security breach compromises the personal information of 9,999 consumers.  Because the preemption provision is limited and the conduct falls below the federal threshold, the covered entity could be subject to individual or class actions in State A (if at least 500 of the disclosures concerned residents of State A) or State B (if 1,000 of the disclosures concerned State B’s citizens and the information was not encrypted).

Until there is federal legislation, the uncertainty, exposure, and proof problems suggested by the foregoing scenario will remain.  Even after federal legislation is enacted, the scope of any preemption will likely be a hotly contested issue.
PART II
CONTROL OVER THE INTERNET IN 2006:  THE RESULTS FROM TUNIS
The much-anticipated battle for control of the Internet was set to take place during the second phase of the World Summit on Information Society (“WSIS”), which was held in Tunis on November 16-18, 2005.
  That battle, however, was over before it even began.  Indeed, the issue of control of the Internet – the key focal point of the second phase of the WSIS – was not debated or even discussed.  Instead, political debate on the subject was averted through the pre-meeting formation of the “Internet Governance Forum” (“IGF”), an organization established by the WSIS to provide a platform for continuing “discussions” on political control of the Internet into 2006.  

Historically, the Internet has been governed by the Internet Corporation for Assigned Names and Numbers (“ICANN”), pursuant to a “Memorandum of Understanding” 
 with the United States government.  ICANN, a non-profit corporation with an international board of directors, controls the Internet by managing the technical elements of the domain name system, which includes delegation of top-level domains such as .com and .info.  In turn, the U.S. Department of Commerce maintains “policy authority” over any and all modifications of these and other top-level domains through control over any and all modifications of the DNS root zone file, attained through a cooperative agreement with VeriSign.
  

A number of countries, including China, Russia, Brazil, and the European Union have expressed varying levels of concern over the U.S. government’s control of the computers that form the nerve center of the Internet and lack of transparency of ICCANN in making decisions that affect the Internet and the rest of the world.
  Those countries, standing ready to battle the United States for control of the Internet during the second phase of Tunis, were instead taken aback by the strength of the U.S. resolve to retain the status quo.
  

Instead of facing the issue directly, WSIS postponed resolution of the ultimate control issue by creating the IGF.  As set forth in the Tunis Agenda, the IGF was created to as a forum for “multi-stakeholder policy dialogue” over Internet governance.  The “mandate” of IGF – comprised of governments, civil society and the private sector – includes, among other things:

(1) a discussion of public policy issues related to key elements of Internet governance; 

(2) the strengthening and enhancement of stakeholders in existing and/or future Internet governance mechanisms; and 

(3) the promotion of the embodiment of WSIS principles in Internet governance processes on an ongoing basis.

The Tunis Agenda specifically states that the IGF has no authority to act upon issues of Internet governance, other than to meet to discuss the topic of Internet governance.
  As a result, the formation of the IGF has been assailed by critics as lacking any real authority to effectuate a change of Internet governance.
  Nevertheless, the WSIS’s formation of the IGF was seen as setting in motion a long-term process that will change the way role of national governments in Internet governance, generally, and ICANN specifically.  


As mandated at Tunis, the IGF’s first meeting took place in Geneva on February 16-17, 2006.  The purpose of the meeting was to delineate the “nature” and “character” of the IGF and to create an agenda for the IGF’s first “official” meeting in Greece later in 2006.  As noted by Milton Mueller of Syracuse University, a partner with the Internet Governance Project:  “The real result of WSIS [at Tunis] is that the debate over ICANN and Internet governance will be prolonged for another 5 years.”

PART III
PROTECTING JOHN DOE:  RECENT CASES ADDRESSING FIRST AMENDMENT RIGHTS OF ANONYMOUS INTERNET USERS WHOSE INFORMATION IS SUBPOENAED

A.
Introduction

Blogs and online discussion forums afford individuals the opportunity to express their opinions anonymously to a widespread audience.  Consequently, when libelous statements are posted anonymously on the Internet, obtaining information about the poster’s identity to enable a lawsuit is difficult and often requires a subpoena to the poster’s Internet Service Provider (“ISP”).  


Typically, a plaintiff bringing a libel action based upon an anonymous Internet posting will file a lawsuit against “John Doe.”  Once the lawsuit is filed, the plaintiff will then issue a subpoena to the ISP to disclose the identity of the anonymous poster.  Under the Cable Communications Policy Act of 1984, ISPs may not disclose a subscriber’s personal information without the subscriber’s prior written or electronic consent.
  If an ISP notifies a subscriber of a court order, the ISP may then disclose such information pursuant to the order.
  Frequently, if a subscriber does not respond to the notice given by the ISP within a certain time frame, the ISP will then disclose the identity of the anonymous poster.  However, in some instances, upon receipt of notice of a subpoena or court order from their ISPs, the anonymous posters will file a motion to quash or motion for a protective order to prevent the disclosure of their identities.

In two recent cases – Fitch v. Doe
 and Doe v. Cahill
– the Maine and Delaware Supreme Courts addressed the enforcement of subpoenas issued to ISPs because the anonymous posters at issue objected to disclosure of their identities.  The Fitch court sets forth typical arguments raised by a John Doe defendant when an ISP is subpoenaed to disclose the identity of an anonymous poster.  On its own, the Fitch court raised, but declined to address, First Amendment concerns.  The Cahill court, however, did address these concerns and made an attempt to balance the anonymous poster’s First Amendment rights with the plaintiff’s interest in identifying the anonymous poster in order to effectively pursue litigation against the poster.  Although each state may set its own standards regarding the enforcement of subpoenas to ISPs designed to identify online posters (“Anonymous Poster Subpoenas”), the recent Fitch and Cahill opinions suggest a trend towards ensuring safeguards are in place to provide First Amendment protection for anonymous Internet users.  As the law regarding this issue is still developing, it is important that anonymous posters and their attorneys become aware of arguments they may make under the First Amendment.  Likewise, it is important that plaintiffs issuing Anonymous Poster Subpoenas recognize they may face more difficult hurdles to acquire this information than they have in the past.  

B.
Fitch v. Doe
In Fitch v. Doe, the Maine Supreme Court addressed several typical challenges to enforcing an Anonymous Poster Subpoena.  These issues include (1) lack of consent of an Internet subscriber to the disclosure of his identity in response to a subpoena; (2) the proper interpretation of the Cable Communications Policy Act of 1984; and (3) the First Amendment protection afforded to anonymous posters.

The plaintiff in Fitch sued an anonymous “John Doe” who had sent an email purporting to be from the plaintiff’s email address.
  Upon filing suit, the plaintiff sought disclosure of Doe’s identity from Doe’s ISP.
  Noting the ISP’s privacy notice stated that subscribers “consented to the release of information ‘to comply with criminal or civil legal process,’” the Court determined Doe had consented to disclosure of his identity in response to a subpoena.
  Accordingly, the trial court ordered the ISP to comply with the subpoena and disclose information regarding the email account.


1.
Consent

On appeal of this decision, the Maine Supreme Court considered the subscriber’s consent as a potentially valid argument; however, it declined to follow the trial court’s holding on this issue.  The Maine Supreme Court held that the privacy notice had never been authenticated, and the plaintiff had never established that the privacy notice applied to Doe.
  Furthermore, the court noted that even if the privacy notice had been established as authentic, it would not be sufficient proof that Doe had consent to disclosure of his identity.
  The terms of the privacy notice stated that consent was only authorized to the extent that it was authorized in the original subscriber agreement, which the plaintiff had not introduced into evidence.
 Obviously, given Doe’s anonymity, it would have been difficult for the plaintiff to introduce Doe’s original subscriber agreement into evidence; however, the court observed that this could have nevertheless been accomplished by (1) providing evidence of the ISP’s routine business practice of requiring consent; or (2) seeking a redacted copy of the subscriber’s agreement from the ISP.
     

2.
Cable Communications Policy Act

The Cable Communications Policy Act provides that disclosure of personal identity information is authorized if it is “subject to subsection (h) of this section, made pursuant to a court order authorizing such disclosure, if the subscriber is notified of such order by the person to whom the order is directed.”
      

Doe raised the argument that the terms of subsection (h) therefore applied to his situation.
  Subsection (h) provides a heightened standard – clear and convincing evidence that the subject of the information is reasonably suspected of engaging in criminal activity – to obtain disclosure when information is sought by a government entity.
  The court held that this argument was an improper construction of that provision, specifically that “[t]he use of the ‘subject to’ language ensures that governmental entities will not be able to bypass § 551(h); it does not impose the requirements of § 551(h) on parties who are not governmental entities.”
  Therefore, the court held that as long as the ISP provided notice to the anonymous subscriber, it could release the information in response to a court order.  


3.
First Amendment

Because Doe did not raise the argument in the trial court that the court should implement heightened standards for enforcement of an Anonymous Poster Subpoena, the court declined to address it.  Nevertheless, in dicta, the court recognized that several other courts had adopted such safeguards to ensure that court orders “do not infringe upon the First Amendment and the recognized right to anonymous speech,” therefore acknowledging that First Amendment concerns may drive future decisions regarding the enforceability of Anonymous Poster Subpoenas.

C.
Doe v. Cahill
On October 5, 2005, the Delaware Supreme Court focused on the First Amendment concerns briefly referenced but not fully addressed by the Fitch court.  In Doe v. Cahill, the Delaware Supreme Court noted that it was the first state supreme court to address the First Amendment argument in the context of criticism of a public figure.
  For this reason, the court's decision is significant, as it will likely impact other state courts’ decisions regarding this issue.  

In Cahill, the plaintiffs -- a city councilman and his wife -- filed a John Doe defamation complaint against an individual who made two anonymous postings regarding city councilman Cahill on an Internet website called the “Smyrna/Clayton Issues Blog.”
 The plaintiffs obtained a court order requiring Comcast, Doe’s ISP, to disclose Doe’s identity.
  Pursuant to 47 U.S.C. 
§ 551(c)(2), Comcast notified Doe of the subpoena.
  In order to protect his identity, Doe filed an Emergency Motion for a Protective Order in the Superior Court of Delaware.
    


1.
Good Faith Standard
The Superior Court of Delaware employed a “good faith” standard to determine whether Doe’s identity could be disclosed.
  Under the “good faith” standard, the plaintiffs needed to demonstrate “(1) that they had a legitimate, good faith basis upon which to bring the underlying claim; (2) that the identifying information sought was directly and materially related to their claim; and (3) that the information could not be obtained from any other source.”
  The trial court held that the plaintiffs had met this low standard and ordered the ISP to disclose Doe’s identifying information.
 Doe appealed the court’s judgment to the Delaware Supreme Court.


2.
Summary Judgment Standard
On appeal, the Delaware Supreme Court held that “a defamation plaintiff must satisfy a ‘summary judgment’ standard before obtaining the identity of an anonymous defendant.”
  Additionally, the court held that plaintiffs in this situation must (1) make reasonable efforts to provide the anonymous poster with notice that he or she is the subject of a subpoena and (2) withhold action to provide the anonymous poster with reasonable time to oppose the subpoena.
  The court also held that “when a case arises in an internet context, the plaintiff must post a message notifying the anonymous defendant of the plaintiff’s discovery request on the same message board where the allegedly defamatory statement was originally posted.”
  This holding resulted from the court’s recognition that the standard adopted should balance “one person’s right to speak anonymously against another person’s right to protect his reputation.”
  


In reaching this conclusion, the court observed the recent rise in John Doe suits filed with the main goal not of monetary compensation, but of silencing criticism and online debate.
  After briefly addressing a middle-of-the-road motion to dismiss standard, the court determined that the motion to dismiss standard only required a minimal threshold showing to be made by a plaintiff in a notice pleading jurisdiction such as Delaware, and therefore also failed to adequately protect an anonymous poster’s rights under the First Amendment.
 

The court found that the summary judgment standard adequately addressed this balance.
  The Delaware summary judgment standard provides that a plaintiff “‘must submit sufficient evidence to establish a prima facie case for each essential element of the claim in question.’”
  The elements of a public figure defamation claim in Delaware are: (1) defendant made a defamatory statement; (2) concerning the plaintiff; (3) publication of the statement; (4) the nature of the communication would be understood as defamatory by a third party; (5) falsity of the statement; and (6) actual malice.
  The court noted that sufficient evidence for only the first five elements need be produced, as proving actual malice is nearly impossible without knowledge of the identity of the individual making the statements.

The court considered whether sufficient evidence existed to establish a prima facie case for each of these elements, and determined that the plaintiff failed to establish the first prong – that the statement was indeed defamatory.  In considering the first prong, the court noted that there is a two-step test:  (1) whether the statements are expressions of fact or of opinion; and (2) whether the statements are capable of defamatory meaning.
  Significantly, the court noted that in light of the context of an Internet blog, “no reasonable person could have interpreted these statements as being anything other than opinion.  The guidelines at the top of the blog specifically state that the forum is dedicated to opinions about issues in Smyrna.”
  Additionally, the court noted that a user negatively responded to the anonymous poster’s statement in another posting, further supporting the conclusion that it was an opinion.
  The court went even further in its characterization of communications in online forums by noting:  “A reasonable reader would not view the blanket, unexplained statements at issue as ‘facts’ when placed on such an open and uncontrolled forum.”
  

Therefore, the court held that plaintiff failed to satisfy the summary judgment standard because the plaintiff failed to present sufficient evidence supporting the first element of the defamation claim – namely, that the statements were defamatory.
  Accordingly, the court remanded the case with instructions to dismiss with prejudice.
  The court cautioned in a footnote, however, that statements made in a blog or other online forum are not automatically considered to be opinions and may meet the required defamatory element if the plaintiff can prove that the statement is factually based.
  Based on the court’s ruling, however, it is apparent that, at least in Delaware, a plaintiff subpoenaing an ISP to acquire information about an anonymous user’s identity needs to be prepared to demonstrate sufficient evidence that the anonymous statements are not merely opinions of the user.


D.
The Trend Evidenced by Fitch and Cahill

Based on these recent cases regarding subpoenas to identify anonymous online posters, it is evident that courts are endeavoring to balance the First Amendment right to anonymous speech online with legitimate concerns of individuals defamed by online postings.  Although the court in Fitch could not address that question in deciding to order the ISP to disclose the anonymous poster’s identity, it noted several earlier cases in which courts required First Amendment safeguards to be in place.  


As Cahill indicates, however, once First Amendment arguments are raised, courts are faced with balancing the interests of both parties.  If state courts continue to follow the state authorities referenced in the Fitch case and the Cahill court’s analysis of First Amendment concerns in the ISP subpoena context, plaintiffs may face more difficult hurdles in acquiring identifying information.  These hurdles are not only due to the higher standard they have to meet, but also because of the strong presumptions set forth in Cahill that no reasonable person would believe information in certain types of Internet forums to be fact-based.  Furthermore, empowered by the Cahill holding, anonymous Internet users may very well begin to raise objections with more frequency when they receive notice that their ISP has been subpoenaed to provide identifying information about them.  As a result, courts may eventually see a decrease in the number of trivial or frivolous complaints alleging defamation on the basis of Internet postings brought for the sole purpose of identifying anonymous individuals.  

PART I
THE COMMUNICATIONS DECENCY ACT APPLIES TO GOOD SAMARITAN TOOLS DESIGNED TO PREVENT PHISHING

A.
Summary of the Case
On September 13, 2005, a Wisconsin federal trial court issued the most recent decision addressing the Communications Decency Act (the “CDA”) and a case of first impression within the Seventh Circuit:  Associated Bank-Corp. v. Earthlink, Inc.
  This case is particularly interesting because it presents the first application of CDA immunity to a tool designed to protect Internet users from phishers (i.e., individuals posing as legitimate web sites as part of identity theft schemes), namely EarthLink’s ScamBlocker tool.

The plaintiff, a Wisconsin-headquartered multibank holding company (“Associated Bank”), accused EarthLink of falsely identifying the bank's web site as "potentially fraudulent" in a warning published by EarthLink's ScamBlocker tool.  The court granted summary judgment to EarthLink and dismissed all of the plaintiff’s claims, reasoning the CDA immunized EarthLink from liability for the plaintiff’s Lanham Act, tortious interference with business relations, negligence, and state statutory fraudulent representation claims.

B.
The Paths Available
EarthLink claimed it was entitled to summary judgment based on two independent prongs of the CDA,
 which provide: 

(c) PROTECTION FOR "GOOD SAMARITAN" BLOCKING AND SCREENING OF OFFENSIVE MATERIAL. 
(1) Treatment of publisher or speaker.  No provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider. 
(2) Civil liability.  No provider or user of an interactive computer service shall be held liable on account of--(A) any action voluntarily taken in good faith to restrict access to or availability of material that the provider or user considers to be obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable, whether or not such material is constitutionally protected; or (B) any action taken to enable or make available to information content providers or others the technical means to restrict access to material described in paragraph (1).

The court found EarthLink immune based on the first prong, holding EarthLink could not be found liable for publishing content provided by a third party, even if EarthLink edited that content.
  Interestingly, the court chose not to address the second prong, which, as discussed below, also could have entitled EarthLink to immunity and would have provided guidance concerning the seldom interpreted second prong, Section 230(c)(2). 

C.
The Path Taken

The first prong of the statute, Section 230(c)(1), “provides broad immunity [to Internet service providers] for publishing content provided primarily by third parties.”
  If a third party “provides the essential published content, the interactive service provider receives full immunity regardless of the specific editing or selection process.”
  

Associated Bank claimed EarthLink lost this immunity by allegedly requesting the information, posting the information on its own web site, and/or benefiting from the posting of the information.  Following substantial authority, the court rejected these arguments,
 and accepted EarthLink’s contention that a third party provided the “essential published content” at issue, i.e., that the plaintiff’s web site was “potentially fraudulent.”
  Significantly, in reaching this conclusion, the court recognized that, at most, EarthLink merely formatted or edited the essential published content,
 and such actions did not make EarthLink the information content provider.


D.
The Path Not Taken
Although the court’s decision under Section 230(c)(1) made it unnecessary for the court to analyze the case under Section 230(c)(2)’s “Good Samaritan” provision, it appears EarthLink also was entitled to summary judgment under this second prong of the Act.  While Section (c)(1) immunizes an interactive computer service provider (“ISP”) for doing nothing, Section 230(c)(2) encourages proactive conduct—i.e., it provides immunity to an ISP for taking voluntary good faith actions intended to restrict access to offensive content and for providing others with the technical means to do so.  

Section 230(c)(2) provides, in pertinent part:  

No provider or user of an interactive computer service shall be held liable on account of--(A) any action voluntarily taken in good faith to restrict access to or availability of material that the provider or user considers to be obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable, whether or not such material is constitutionally protected; or (B) any action taken to enable or make available to information content providers or others the technical means to restrict access to material described in paragraph (1).
Based on the plain language of this provision, courts have noted:  “A web host that does filter out offensive material is not liable to the censored customer.”

EarthLink claimed it was entitled to the “Good Samaritan” immunity of Section (c)(2) because it was engaged in a voluntary effort to “restrict access” to material EarthLink believed to be “objectionable,” namely fraudulent phisher sites, with the intent of protecting Internet users from identify theft scams.  Because the actions of which Associated Bank complained arose directly from EarthLink’s voluntary, good faith efforts to restrict access to material EarthLink believed to be objectionable, EarthLink’s activities were protected by 47 U.S.C. § 230(c)(2)(A).

Moreover, EarthLink’s activities also qualified for the protection of Section 230(c)(2)(B).  Under prong (B), ISPs are immune from liability based on “any action taken to enable or make available to information content providers or others the technical means to restrict access to” material the ISP considers objectionable.  EarthLink’s provision of ScamBlocker clearly is an “action taken to enable or make available . . . the technical means to restrict access” to fraudulent web sites.  Accordingly, Section 230(c)(2)(B) appears to immunize EarthLink from liability related to its provision of ScamBlocker, at least under the circumstances of Associated Bank’s Complaint.  

Further, the conclusion that EarthLink’s activities were shielded by Section 230(c)(2) is supported by the congressional policy underlying the statute.

Congress' clear objective in passing § 230 of the CDA was to encourage the development of technologies, procedures and techniques by which objectionable material could be blocked or deleted either by the interactive computer service provider itself or by the families and schools receiving information via the Internet.

To expose EarthLink to liability for a mistake made in the course of protecting Internet users from fraudulent web sites would fly directly in the face of this policy.  Indeed, the prospect of such liability would create a substantial disincentive to providing tools such as ScamBlocker for restricting or screening access to objectionable material.

E.
The Road Ahead
Although, in stating a holding based on Section 230(c)(1), the Associated Bank opinion joined the majority of cases interpreting the CDA, this dispute may signal a change in focus.  Given the alignment between EarthLink’s conduct and the policy of the CDA, along with the increasing popularity of tools such as ScamBlocker, future cases may turn on the heretofore ignored “Good Samaritan” prong of the CDA in Section 230(c)(2) and bolster the incentive Congress intended.
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	72.  We ask the UN Secretary-General, in an open and inclusive process, to convene, by the second quarter of 2006, a meeting of the new forum for multi-stakeholder policy dialogue – called the Internet Governance Forum (IGF).  The mandate of the Forum is to:





Discuss public policy issues related to key elements of Internet governance in order to foster the sustained robustness, security, stability and development of the Internet;


Facilitate discourse between bodies dealing with different cross-cutting international public policies regarding the Internet and discuss issues that do not fall within the scope of an existing body;


Interface with appropriate inter-governmental organizations and other institutions on matters under their purview;
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…


79. Diverse matters relating to Internet governance would continue to be addressed in other relevant fora.


80. We encourage the development of multi-stakeholder processes at the national, regional and international levels to discuss and collaborate on the expansion and diffusion of the Internet as a means to support development efforts to achieve internationally agreed development goals and objectives, including the Millennium Development Goals.
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(h) Disclosure of information to governmental entity pursuant to court order


Except as provided in subsection (c)(2)(D) of this section, a governmental entity may obtain personally identifiable information concerning a cable subscriber pursuant to a court order only if, in the court proceeding relevant to such court order – 


(1) such entity offers clear and convincing evidence that the subject of the information is reasonably suspected of engaging in criminal activity and that the information sought would be material evidence in the case; and 


(2) the subject of the information is afforded the opportunity to appear and contest such entity’s claim.
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